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IMPROVING MUNITION SIMULATION FIDELITY
THROUGH USE OF AN ORDNANCE SERVER

John Dicola, David Mutschler, Lawrence Ullom
ACETEF/MFS, Naval Air Warfare Center -- Aircraft Division Patuxent River, MD

Peter Fischer
J.F. Taylor, Inc.

Abstract

A recurring problem in Distributed Interactive
Simulation (DIS) is the use of different munition
models by different entities in the same exercise. Even
when these entities simulate the same weapon, the use
of different munition models with varying levels of
fidelity can unjustly favor the performance of. one
combat platform over another. Since validated weapon
simulations with realistic fly-outs and trajectories may
perform differently than less complicated models, the
accuracy of the simulation exercises can suffer greatly.
This paper describes a solution wherein munition
simulations are separated from launching platform
simulations and incorporated into an ordnance
server. This server provides multiple entities in an
exercise with a uniform set of munition models. When
a munition is launched, the server utilizes the best
available model to ensure the most correct simulation of
the munition and controls it appropriately. Thereby,
overall simulation fidelity is improved. In addition, the
ordnance server facilitates simulation design and
management since munition models may be developed,
tested, and verified independently of the simulation of
any launch platform.

Introduction

Distributed Interactive Simulation (DIS) was designed
from the beginning to bring a wide variety of different
simulators and simulations together in a unified
synthetic world. This primary goal leads to an inherent
problem with the use of different munitions by different
entities in the same exercise. The use of different
munition models with varying levels of fidelity can
unjustly favor the performance of one combat platform
over another. This raises the issue of a “fair fight”
when using data from these exercises to make
acquisition decisions, evaluate measures of effectiveness
in training, or develop strategic doctrine.

Due to the different requirements of each of these
groups, it is not logistically possible to pick a standard

model and distribute it for inclusion in each simulator
in an exercise. This paper describes a solution wherein
munition simulations are separated from launching
platform simulations and incorporated into a server. The
server takes over the modeling of weapons in an
exercise from the initial fire event generated by the
launching entity and controls the munition through its
termination. This approach can increase the overall
fidelity of an exercise. It also aids configuration
management by separating the weapon models from the
launch vehicle.

An ordnance server can provide a level playing field by
incorporating models of equal fidelity for all weapons
used in an exercise. Munition modeling is no longer
driven by the requirements of particular simulators.
Moreover, the exact level of fidelity can be driven by
the particular exercise requirements.

An implementation of this approach, entitled the
Ordnance Server (OS), was developed at the Manned
Flight Simulator (MFS) laboratory of the Air Combat
Environment Test and Evaluation Facility (ACETEF) at
NAWC-AD Patuxent River, MD". It was originally
used with man-in-the-loop flight simulators to support
classified and unclassified munition modeling. The
method was later tested with synthetic entities in a large
scale training exercise and proved viable. ~Additional
research is needed to determine efficient mechanisms for
passing prelaunch and inflight data from the launch
platform to the munition model. With continued
development, the Ordnance Server can further improve
the validity of results obtained from distributed
simulation exercises.

* Any correspondence can be sent to Commander, Attn.:
Alexandra Wachter, Code 5.1.6.1, MS: 3. Naval Air
Warfare Center -- Aircraft Division, 48140 Standley
Road, Patuxent vaer"MD 2067Q_§3Q4_o.ula & -mail at
wachteram%am6@ aWbad dmavy,mil.
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Standard DIS Missile Simulation

In the DIS protocol, defined messages known as
Protocol Data Units (PDUs) are used to transfer
information between simulators. Three types of PDUs
describe a tracked munition simulation in a DIS
exercise: Fire, Entity State, and Detonation. The Fire
PDU is issued by the firing entity as an initiation of the
munition. It contains information including the
identity of the firing entity, the identity of the intended
target, the type of munition fired, the initial velocity of
the munition, and the location from which the munition
was launched. Thereafter, Entity State PDUs are issued
to describe the resulting trajectory of the munition. A
Detonation PDU is issued at the end of the munition
flight. It communicates the location of the burst (if
there was one), the detonation result, and other related
information. It is the target simulation's responsibility
to assess the damage to the target from the information
provided in the Detonation PDU.

Missile Simulation by Ordnance Server
Normally, all three types of PDUs are issued by the
firing entity's simulation application. However, when
the Ordnance Server (OS) is used, the firing entity's
simulation application only issues the Fire PDU. The
server is responsible for using the information from the
Fire PDU, and other ground truth information available
over the DIS network, to properly issue the Entity State
and Detonation PDUs for that munition.

This methodology requires the same amount and type of
PDU traffic as that required for a standard entity
simulated munition launch. The network sees no
additional load due to the utilization of the server.

Determination of Pertinent Fire PDUs

Before the exercise begins, the Ordnance Server (OS) is
configured to simulate missiles for some or all entities
from a particular site or application. Upon receiving a
Fire PDU from one of these entities, the Ordnance
Server determines if the type of missile fired is one that
it has been configured to simulate. If so, the missile
simulation is initiated. Otherwise, the Fire PDU is
ignored. This configurable filtering gives the user a
great deal of flexibility as to the extent to which the
Ordnance Server is used, versus the extent to which an
application simulates its own munitions.

This flexibility can also be used to further distribute the
processing load. One Ordnance Server can be configured
to simulate all munitions from one application, while
another Ordnance Server is configured to serve a
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different application. In a different case, one Ordnance
Server could be configured to simulate all guided
munitions, while another one simulates the ballistic
munitions. This flexibility is important due to the
highly variant nature of the scopes and requirements for
different DIS exercises.

Basic Functionality of Ordnance Server
All configuration and control of the Ordnance Server
(OS) can be accomplished, by the user, via the OS's
Graphical User Interface (GUI). The OS was designed
to be maximally configurable. Beyond the previously
described configurable filter criteria, the OS's GUI also
provides the following functions:
e Selection of the terrain database to use for ground
impact checks,
e  Mapping of the missile type input (via Fire PDU)
to munition model used,
Freezing and resuming the munition simulation(s),
Specification of the guidance method and
aerodynamic behavior of generic munition models,
e  Specification of the radar emissions produced by
actively guided munitions,
e Selection of the fuse and warhead types of the
munitions,
o Selection of the type of runtime feedback to be
provided to the user, and
e  Provision of other detailed simulation information.

The OS's GUI provides configuration data to the OS
Executive. In return, the OS Executive provides
runtime feedback about munition and OS performance
to the GUI for display. OS configuration data can be
saved in and loaded from configuration files to ease
initialization during subsequent exercises.

The OS includes a set of built-in generic munition
models with configurable guidance methods and
aerodynamic behavior. When a Fire PDU is received
via the DIS Gateway, the OS's PDU Engine routes the
pertinent information to the OS Executive. If the Fire
PDU is from a client entity of the OS and it's munition
type is mapped to a generic missile model, the OS
Executive then initiates the proper built-in generic fly-
out with the selected guidance model. The built-in fly-
out model keeps track of the current state of the
munition model by way of a munition database that it
continuously updates and accesses during the munition's
flight.

American Institute of Aeronautics and Astronautics
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Figure 1: Simplified Block Diagram of Ordnance Server

The OS can simulate multiple concurrent munition fly-
outs by simply adding new munition records to this
munition database and then updating them in turn.
Also during the munition flight, the built-in fly-out
provides current data about the munition’s position,
velocity, and orientation to the OS Executive. The OS
Executive routes this information to the PDU Engine
for creation of the munition's Entity State PDUs. The
PDUs are then broadcast over the network by the DIS
Gateway.

During a guided munition's flight, the DIS Gateway
keeps track of external entities and emissions that could
affect the guidance of the munition. The OS Executive
continuously provides this information to the guidance
model so that it properly models the input to the
missile sensors and guides the munition's fly-out model
realistically.

Regularly, during all munition fly-outs, detonation
checks are made. The criteria that cause a generic
munition to detonate are highly dependent on the fuse
type specified by the user at configuration time. The
OS's generic munition fuse types can be altitude, depth,
proximity, contact, or time fused. Detonations can be
caused by external detonations, collisions, ground
impacts, or entity impacts. Information about these
external entities and events is provided by the DIS
Gateway. When the munition's detonation criteria have
been met, the OS Executive sends the detonation

3

information to the PDU Engine for creation of a
Detonation PDU. This PDU is then broadcast over the
network by the DIS Gateway. The OS executive also
deactivates the built-in fly-out model. Upon
deactivation, the fly-out model removes the munition's
data from the munition database so that no more Entity
State PDUs will be issued for that munition.

Interface Between OS and Validated Munition Models
When a level of fidelity beyond that of the generic
missile models is required, the Ordnance Server provides
the use of validated munition models. These models are
integrated into the Ordnance Server by developing an
interface between the existing validated model and the
existing OS code. This interface is called the Model
Interface Adapter.

Functional flow within the OS during an interfaced
external munition simulation is identical to that of a
built-in fly-out model simulation (described earlier) with
the following exception: the functionality of the built-
in fly-out model is replaced by the union of the Model
Interface Adapter and the interfaced validated fly-out
model. The functions of the Model Interface Adapter
are:

e To make the external munition simulation "look
like" (as far as the type and quantity of data being
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passed in and out) the OS's built-in fly-out model
to the OS Executive, and

e To make the OS "look like" the simulation
executive, under which the external model was
designed to run, to the external fly-out model.

Most of the external munition models that the OS
currently supports were originally developed for the
Tactical Aircrew Combat Training System (TACTS).
TACTS munition models have undergone a fairly
extensive validation and verification process and are very
good representations of the missiles they emulate. The
TACTS missile simulations were also good candidates
for integration into the OS because they are easily
ported, have a well-defined interface, are capable of
being called cyclically, and run in real time.

Some differences between TACTS models and the .built-
in OS models are location and orientation
representations, required cycle periods, and the variety of
runtime feedback produced. All of these differences were
resolved by the Model Interface Adapter. For example,
TACTS missiles provide extra runtime feedback as
descriptive missile failure messages and probability of
kill estimates. To ensure that this information is not
wasted, additional functionality was added to the OS's
GUI so that this data is provided to the user as needed.
The probability of kill estimates are used to determine
the detonation result reported in the munition's
Detonation PDU.

.-

cycle trigger >’

Model TACTS
Interface ‘Ely—Ou},
/ Adapter /W n=--°
Shared
Memory

Figure 2: OS/TACTS Interface

The TACTS models were designed to interface with
their simulation executive through shared memory
blocks. These are accessed by the Model Interface
Adapter by mapping equivalently sized data structures
over the shared memory locations maintained by the
TACTS models. The TACTS model's cycle time is
controlled by the Model Interface Adapter. The adapter
uses a TACTS routine to trigger the TACTS model and
cause it to read and update the shared memory interface.

4

Available Munition Models

The TACTS munition models listed in the following
table have been integrated into the OS. Additionally a
Tomahawk Trajectory Generation Tool, developed by
the Dahlgren Division of the Naval Surface Warfare
Center, has been successfully interfaced into the OS.
Additional TACTS and other types of validated
munition simulations will be added to the OS to ensure
that the OS can provide the best available model needed
by prospective client applications.

TACTS Models Common Name
AA-2B, 2D Atoll
AA-8A, 8C Aphid
AA-10A, 10B, 10C Alamo
AA-11 Archer
AIM-7F, TM, TE2 Sparrow
AIM-9G, 9H, 9L, 9M, 9P3 Sidewinder
AIM-54A, 54C Phoenix
AIM-120 AMRAAM
FIM-92 Stinger
R-550 Magic
SA-2 Guideline
SA-3 Goa

SA-4 Ganef
SA-5 Gammon
SA-6 Gainful
SA-7 Grail
SA-8 Gecko
SA-9 Gaskin
SA-16

SA-N-3 Goblet

Table 1: TACTS Models
Currently Integrated into the Ordnance Server

Simulation Design and Management

Since the Ordnance Server runs independently of the
simulation of any launch platform, munition models
can be developed and integrated without having to
account for internal differences between the various
launching OS client applications. The programming
language, structure, and ideology of the client
applications are all completely transparent to the
Ordnance Server. Any development of new or old
munition simulations on the Ordnance Server
automatically enhances the munition simulations of all
client applications.

American Institute of Aeronautics and Astronautics




The structure and content of Fire PDUs is well defined
by the DIS standard. Since the Fire PDU is used as the
interface between the Ordnance Server and firing client
applications, an Ordnance Server tester can assume that
if a model performs correctly when launched by one
application that issues properly encoded Fire PDUs,
then it will work with all applications that issue
properly encoded Fire PDUs. For instance, all testing
of a Sidewinder launched from a DIS compliant F-18
simulation need not be duplicated for a Sidewinder
launched from a separate, DIS compliant F-14
simulation.

Verification of the munition models is also facilitated
by the use of an Ordnance Server. If munition models
are modeled by the firing entity's simulation
applications, the determination that a missile correctly
approximates the actual behavior of it's real counterpart
must be made for each application that integrates the
missile model. Even then, there is no guarantee that
duplicate missile types will behave identically from
application to application. With the use of the
Ordnance Server, verification needs to be completed
only once for each of the types of munitions modeled.
Since all simulations share the exact same set of
munition models, consistent missile behavior is
assured.

Conclusion

The Ordnance Server provides an efficient, logical
means of separating munition simulations from
simulated launching platforms. As a stand-alone
munition simulator that initiates weapon launches via
Fire PDUs, the OS provides a non-intrusive method for
multiple simulations to share a uniform set of weapon
models. It allows independently validated, high fidelity
munition models to be easily integrated into a
simulation or set of simulations. Sharing munition
models leads to more realistic exercises and moves
modeling and simulation closer to providing a “fair
fight” by eliminating weapon fidelity variations.
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